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Theory
• Optimal spatial sampling and updating of monitoring
networks
• Semiparametric M-quantile regression

Application: environment, industry and socio-economic issues
• Defectivity and predictive maintenance in microelectronics
• Housing price modelling, well-being evaluation, crimes and
policy intervention
• Analysis of natural radioactivity
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Application: Multi-class imbalanced learning problem
• Deal with multi-class imbalanced data for classification
purpose.
• The goal is to correctly classify a new observation with the
right class Ci , where i > 2.

to a different one-class model. Therefore, for an M-class problem,
we get M separate one-class tasks. This can be recognized as
similar to OVA approach. An illustrative example of OCC decom-
position is given in Fig. 3.

In fact, OCC decomposition can be viewed as a special case of
OVA decomposition – its one class against the rest, with the
difference that it uses only the class for training and omit all
remaining ones. Although this may seem as a disadvantage, in
practice lifts one of the biggest problems related to OVA –

imbalanced object quantity between the target class and the
remaining ones.

Each base classifier aims at adjusting itself to the given target
class. In OCC the classifier is fit in such a way, that will allow for a
best possible separation form potential outliers. On the other
hand, OCC algorithms tend to avoid overfitting by not having tight
description around the data [41]. This is an especially important
feature in multi-class decomposition, as it allows us to discrimi-
nate between the classes and at the same time preserves the
generalization abilities of the base classifiers.

Some OCC methods, as SVDD have build-in methods for dealing
with irrelevant data in the target class (i.e., objects lying too far
from the main distribution). This is a desirable property for
handling multi-class problems, as such objects will cause the
decision boundary to become too big, leading in turn to a high
overlap between classifiers [37].

The training phase is independent for each classifier and thus
can be easily run in parallel environment to reduce the computa-
tional time [60]. The testing phase is based on presenting a new
object to each classifier. Then OCC decides if the target object
belongs to a target class or is labeled as an outlier. Then from each
of M-decisions the final multi-class decision is aggregated. Notice
that it is straightforward to implement OVA combiners to this case,
while OVO combiners must be slightly modified to deal with such
classifiers. The training set of each classifier consists only of
objects from a specific class. Testing set should have objects from
both the outlier and the target class, in order to evaluate both the
false acceptance and false rejection rates.

In case of all classifiers in the ensemble point out the new
object as an outlier, we assign it the class represented by the
closest one-class boundary, as expressed by Euclidean distance.

Some one-class classifiers (like SVDD) base their decision on
the distance from the decision boundary. To apply fusion methods
that require support function values for each class, one must use
the following heuristic mapping (from distance to probability):

Fðx;ωT Þ ¼
1
c1
expð$dðxjωT Þ=c2Þ; ð1Þ

which models a Gaussian distribution around the classifier, where
dðxjωT Þ is a distance (in case of this paper the Euclidean distance is
used) from the evaluated object to the support vectors describing
the target concept, c1 is the normalization constant and c2 is the
scale parameter. Parameters c1 and c2 should be fitted to the target
class distribution.

Finally, one must note that for standard one-class classifiers
one cannot compute the accuracy during the training phase and
other measures must be used [55]. For multi-class decomposition
however, during the testing phase, we have objects representing
all the classes available and we can use the accuracy as the
performance measure.

4. Ensemble fusion methods for aggregating local decisions

In this section, we will describe the five fusion methods for
aggregating decomposed decisions used in this paper. They
represent three different groups of fusers: OVA, OVO and trained
combiners. Our choice of OVO and OVA methods was dictated by
the results found in the comprehensive study on binary decom-
position [21]. Following suggestions presented in this paper, we
have selected three well-performing aggregation schemes. Addi-
tionally, we have expanded our study with two trained fusers that
were omitted in the former comparison. In our opinion they
represent an important direction in ensemble learning and should
be taken into consideration.

4.1. OVO and OVA fusers

% Maximum confidence strategy (MAX) is an OVA aggregation
scheme. It is developed in order to handle tie situations, in
which more than one classifier give a positive answer. The
final output is taken from the classifier with highest value of
the support function:

Classx ¼ arg max
m ¼ 1;2;…;M

Fðx;mÞ: ð2Þ

% Pairwise coupling (PC) [25] is an OVO aggregation scheme. It is
based on the estimation of the joint probability for M classes
from the pairwise probabilities of all possible binary combina-
tions. Therefore, for given Prob(Classi jClassi or Classj), the fuser
approximates the posteriori probabilities p̂ðxÞ ¼ ðp̂1 ðxÞ;…; ^pM
ðxÞÞ, based on the individual classifier outputs. The class with
the highest posteriori probability is selected as the final

Fig. 3. The difference between decomposing a multi-class problem with binary and one-class classifiers. (Left) A toy problem with four classes decomposed with binary
classifiers applying OVA procedure. (Right) The same dataset decomposed with one-class classifiers, each delegated to a different class. Note that in this example we assumed
that all the data should be included in the decision boundaries, while some of the one-class methods can discard irrelevant objects.

B. Krawczyk et al. / Pattern Recognition 48 (2015) 3969–3982 3973

Binary class. Muti-class class. OCC space decomposition

Theory&Method: Linear separability and one-class classification
• Problem: How to correctly classify new observation? Classes
are imbalanced and heavily overlap.
• Solution: Sequential step-wise classification approach.
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ERC consolidator grant 2019-2024 Nonparametric Bayes and
empirical Bayes for species sampling problems
• Team members: Federico Camerlenghi, Emanuele Dolera,
Stefano Favaro (PI).
• Research topics: species sampling models, feature models,
differential privacy.

Dependent structures in Bayesian nonparameterics
• Problem: Construction of Bayesian nonparametric priors to
model observations coming from different, though related,
experiments.
• Solution: Processes based on hierarchical and nested
structures
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Application: estimation of ecotoxicological risk for bear cubs fed
with contaminated milk (penalized regression smoothers,
generalized additive models)

 

Theory: Regression models for compositional data

• Problem: how to properly and flexibly model vectors of proportions
(e.g. portfolio compositions) possibly depending on covariates?

• Solution: suitable finite mixtures of Dirichlet (regression) models
allow for general dependence structures, multi-modality, outlier
robustness and cluster modellization
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Theory: Statistical analysis of compositional data with special
emphasis on:
• Distributions for modelling compositional vectors
• Robust sparse estimation for log-ratio models

Application: Statistical ecotoxicological modelling
• Risk prediction modelling
• Ecotoxicological risk assessment for chemicals using species
sensitivity distributions.
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Theory 1: Bayesian nonparametrics
• Problem: How to model data which do not have a known
simple structure?
• Solution: Go nonparametric and Bayesian by developing
infinite dimensional priors with good theoretical properties,
interpretability as well as computational tractability

Theory 2: Regression models for compositional data
• Problem: how to properly and flexibly model vectors of
proportions (e.g. portfolio compositions) possibly depending
on covariates?
• Solution: suitable finite mixtures of Dirichlet (regression)
models allow for general dependence structures,
multi-modality, outlier robustness and cluster modellization
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Local True Discovery Rate
In a multiple testing framework, the aim of the Local True Discovery Rate (LTDR) is
to represent the posterior chance of incurring in a true discovery given the observed
p-value. This is of particular interest in the case of functional Magnetic Resonance
Imaging (fMRI) and ElectroEncephaloGraphy (EEG) time series as for each test the
LTDR informs on the strength of the posterior probability of the alternative
hypothesis. Since the estimation of the density function of the p-values is challenging
in the development of LTDR estimators, I will tackle this problem by studying a
flexible solution that makes use of mixtures with known and unknown components.

This project presents challenges that are important to a potentially wide range of
disciplines and are becoming particularly demanding in light of the “big data”
revolution; tackling such tasks would yield significant and timely developments as
well as provide essential tools to the neuroscientific community.

References
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for brain networks construction”. Statistics in Medicine, Volume 33, Number 1,
2014.
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Pugnetti. “Brain networks construction using Bayes FDR and Average Power
Function”. Statistical Methods in Medical Research, published online 5 December
2018.
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Application: Brain imaging (NeuroMI)
• Analysis of fMRI data supplies an activation map
• The goal is to find regions of activations

Brain Activation map Selected regions

Theory: Post-selection inference
• Problem: How to assess the significance of selected regions?
Regions are both selected and tested with the same data
• Solution: Correcting overoptimism due to data-driven
selection



Bernardo Nipoti

Current position Associate Professor (Oct. 2019)
Past positions Assistant Professor, Trinity College Dublin

Post doc, Collegio Carlo Alberto
Visiting scholar, MD Anderson
Cancer Center, Houston, USA

Ph.D. University of Pavia

Research interests

• Bayesian nonparametrics
• Computational methods
• Model-based clustering
• Survival analysis
• Species sampling problems



Nicola Lunardon

Current position Assistant professor
Past positions Post-doc, University Ca’ Foscari

Post-doc, University of Padua
Post-doc, University of Trieste

Ph.D. University of Padua

Research interests

• Pseudolikelihood functions
• Estimating functions
• High-order asymptotic theory
• Extreme value theory



Theory
• Problem: to lower the bias of point estimators
• Solution: Firth, 1993, Biometrika, bias reduction

Application
• Structural vs incidental par.

Neyman-Scott “paradox”

Some proposals
• Neyman & Scott, 1948,

Econometrica

conditional inference

• Lunardon, 2018, Biometrika

bias reduction
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Roberto Ascari

• Compositional data
• Regression Model
• Bayesian Analysis

Ongaro, A.; Migliorati, S.; Ascari, R.
(2019) A new mixture model on the
simplex. Submitted.

Riccardo Corradin

• Bayesian nonparametrics
• Computational statistics
• Bayesian statistics

Arbel, J; Corradin, R.; Nipoti, B. (2019)
Dirichlet process mixtures under affine
transformations of the data. Submitted

Antonella Carcagnì

• M-quantile regression
• Semiparametric Model

Borgoni, R.; Carcagnì, A.; Salvati, N.;
Schmid, T. (2019). Analysing radon
accumulation in the home by flexible
M-quantile mixed effect regression.
STOCHASTIC ENVIRONMENTAL
RESEARCH AND RISK ASSESSMENT,
1-20.

Agnese Maria Di Brisco

• Compositional data
• Bayesian analysis
• Mixture models

Migliorati S.; Di Brisco, A.; Ongaro, A.
(2018) A New Regression Model for
Bounded Responses. BAYESIAN
ANALYSIS 13:845-872


